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ABSTRACT: Predicting the reaction mechanism of water and hydrogen peroxide
formation on a platinum catalyst is a crucial step toward the understanding of the
corresponding selectivity in polymer electrolyte membrane fuel cells. In this perspective,
the environment of the catalytic active site should play an important role; however, its
explicit description at the atomic scale is an ongoing challenge for theoretical approaches.
In this study, we propose to model three effects of the environment: surface hydroxyl
coverage, temperature, and reactant pressure. A detailed investigation of the reaction
mechanism of water and hydrogen peroxide formation on a platinum surface is reported on
the basis of density functional theory (DFT) calculations and Gibbs free energy diagrams. In standard conditions of reaction (1
atm and 353 K), the selectivity toward water and hydrogen peroxide depends on the competition between two reaction paths
(molecular oxygen direct dissociation and hydrogenation), which can be tuned by the partial coverage of OH intermediate. At a
low coverage of 1/12 ML, the catalyst activity is expected to be low due to a preferential but activated direct oxygen dissociation.
When the OH partial coverage increases, the hydroperoxyl route becomes favorable, hence leading to hydroxyl and water by the
nonactivated OOH dismutation. The direct oxygen dissociation and the whole reaction mechanism are sensitive to the hydroxyl
partial coverage. Our gas/metal model opens the way to new elementary mechanisms in the presence of aqueous electrolyte and
electric field that would explain how water can be produced at the beginning of the reaction (at low coverage).

KEYWORDS: catalytic water formation, density functional theory, free energy, activation energy, platinum, coverage effect, hydroxyl,
hydrogen peroxide

1. INTRODUCTION

Among the possible environmental solutions for future
automotive applications is the development and the use of
polymer electrolyte membrane fuel cells (PEMFCs). Unfortu-
nately, the wide commercialization of such devices has been
held back by various issues such as the cost of the platinum
catalyst and the low durability caused by the degradation of
materials.1 To overcome the question of the catalyst loading,
platinum-based alloys have been proposed in the literature as
an alternative for keeping a reasonable catalytic activity toward
oxygen reduction reaction (ORR).2−6 Additionally, those
difficulties have opened the way for various theoretical studies
at the atomic scale, which are often limited with respect to the
modeling of the complex environment of fuel cells (electrolyte,
electric field, etc.).7−23 For instance, a detailed analysis of the
effect of surface coverage of hydroxyl (OH) species on
thermodynamics and kinetics of ORR has not been reported
so far on the basis of density functional theory (DFT).
In ORR, two different products, water (H2O) and hydrogen

peroxide (H2O2), are in competition. The second one may be

responsible for the electromechanical degradation of the
membrane, through a mechanism still without consensus in
the community.24−27 In idealistic conditions where the solvent
and the electric field are neglected, the reaction mechanism is
already complex. In most of the theoretical studies, two
competitive elementary steps are often mentioned: water
formation either through direct molecular oxygen dissociation
or hydroperoxyl (OOH) formation.15,28−37 According to Ford
et al., at a coverage of 0.25 ML, the direct route is less favorable
due to a succession of high activation barriers for the molecular
dissociation (0.71 eV) and for OH formation via O + H (0.72
eV).36 In contrast, the OOH-mediated route offers a sequence
of low activation energies for O2 + H association (0.29 eV) and
O + OH dissociation (0.16 eV). Finally, for this coverage, the
formation of hydrogen peroxide from OOH species is predicted
to be disfavored due to a slightly larger barrier (0.21 eV) than
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OOH quasi-spontaneous dissociation into O + OH (0.16 eV).
As soon as atomic oxygen is formed and the water is present on
the catalyst surface (either produced by the reaction or coming
from the solution), the disproportionation reactions between
two H2O molecules and one O may occur at an even higher
coverage (3/4 ML) and may open an even less activated
alternative mechanism for yielding OH surface intermediates
(0.12 eV).30 The effect of the increasing potential at room
temperature is expected to change this picture significantly by
generally increasing the activation barriers (loss of catalytic
activity) and by poisoning the catalyst due to a stronger stability
of adsorbed O and OH species.36,38 These conclusions
provided by Ford et al. are not entirely supported by other
authors.11 At low coverage, only a few DFT studies have
oriented the discussion in this direction so far.14,34,39−41 Qi et
al. have questioned the relative order between the key
activation barriers by demonstrating that oxygen dissociation
is much easier at a low coverage of 1/16 ML (0.27 eV against
0.42 eV for OOH formation).34 This trend is thus opposite to
the picture proposed by Ford et al.36 These studies
demonstrate that adsorbate species surrounding the active site
have a major influence on the barriers of the elementary steps.
In many cases, the surface coverage is just modeled by changing
the surface unit cell in a periodic calculation. This has strong
limitations on the nature of the coadsorbate species, which has
to be the periodic image of the reactant, and this is here
evolving along the pathway. Thus, it is crucial to model the
environment of the reactant species in a realistic way. In
summary, in the theoretical context, most of the previously
published works deal only with a restricted set of elementary
steps related to ORR, at a model coverage of 1/4 ML. Three
DFT studies of ORR on Pt(111) have been reported with a
more complete description of the reaction mechanism but
without varying the coverage of coadsorbed hydroxyl species.
Hence a systematic theoretical investigation of a complete set
of elementary acts as a function of reactant surface coverage is
still missing so far.
In this work, we explore the reaction mechanism of water

and hydrogen peroxide formation on a platinum surface on the
basis of density functional theory calculations. A low coverage is
first considered to investigate the elementary steps of the
mechanism. The search of the transitions rates and
corresponding activation energy barriers is reported at this
coverage systematically. Second the reactivity study is extended
to the situations where the reacting species are surrounded by
hydroxyl groups on the surface. Several coverage of hydroxyl
groups has been defined, and their influence on thermody-
namics of intermediates and kinetics of the elementary steps is
discussed. Then Gibbs free energy diagrams have been
constructed to explore the competition between direct oxygen
dissociation and hydroperoxyl formation in standard conditions
of temperature and pressure of reactants, and as a function of
the surface coverage of hydroxyl species.

2. METHODOLOGY
2.1. Computational Details. Throughout this study, the

DFT calculations have been performed with VASP42−44 in
periodic boundary conditions. The generalized gradient
approximation (GGA) has been used with the Perdew−
Burke−Ernzerhof (PBE) exchange−correlation functional45

and the projector augmented-wave method (PAW).46 An
energy cutoff of 400 eV has been considered for the expansion
of the plane-wave basis set. Spin-polarized calculations have

been performed mainly for the adsorption structures of
molecular oxygen on platinum. The criterion for the
convergence of total electronic energy has been set to 10−6

eV. Accurate geometry optimizations have been ensured by a
tight threshold of 10−2 eV Å−1 for the residual forces acting on
the nuclei. In this work, the low coverage has been modeled by
a (2√3 × 2√3)-R30° supercell corresponding to a formal
coverage of θtot = 1/12 ML (ML = monolayer), as depicted in
Figure 1. This coverage has been increased by considering

coadsorption with hydroxyl species in the surrounding of the
active site, in the same supercell. Therefore, three additional
formal total coverage of θtot = 1/4 ML (2 OH, θOH = 1/6 ML),
θtot = 5/12 ML (4 OH, θOH = 1/3 ML), θtot = 7/12 ML (6 OH,
θOH = 1/2 ML) have been defined to explore their influence on
the reactivity. The numerical integration in the Brillouin zone
has been performed on a (3 × 3 × 1) Monkhorst−Pack k-point
mesh.47 The numerical error due to the k-point sampling has
been evaluated by increasing the k-point density from (3 × 3 ×
1) to (7 × 7 × 1) and is below 1 meV/atom. The numerical
error due to the basis set has also been checked by increasing
the energy cutoff (4 meV/atom). The Pt(111) surface has been
modeled by a periodic slab composed of five metallic layers and
a vacuum space of 14 Å in the z direction, normal to the
surface. The systematic error of the model related to the
thickness of the slab has been estimated by increasing the
number of metallic layers up to 21 atomic planes in order to
evaluate the convergence of the surface energy. Starting from
nine-layer symmetric slabs (or five nonsymmetric models), the
change of surface energy becomes negligible (below 1 meV
Å−2). Adsorption has been modeled on one side of five-layer
nonsymmetric slabs. During the geometry optimizations, the
degrees of freedom of the adsorbate and those of the three
uppermost metallic layers have been relaxed, whereas the
positions of two lowest platinum planes have been kept frozen
in a bulk-like optimal geometry (Pt−Pt distance of 2.81 Å).
The search of the transition states (TS) connecting the phase
spaces of reactants and products and the generation of reaction
pathways have been performed by a linear interpolation of the
Cartesian coordinates. TS approximate structures have been
determined with a set of eight intermediate geometries. For
several delicate cases, 16 intermediate geometries have been
necessary to approximate correctly the saddle-point (SP)
region. The minimization of the reaction pathways has been
performed by using the climbing-image Nudged Elastic Band
(CI-NEB) method implemented in VASP.48,49 For difficult
cases for which the linear interpolation of Cartesian coordinates

Figure 1. (a) Top view of the Pt(111) surface model, showing the
(2√3 × 2√3)-R30° supercell. (b) Definitions of key adsorption sites:
T (Top), B (Bridge), F (hollow Fcc), H (hollow Hcp), TT (Top-
Top), TB (Top-Bridge) above a fcc hollow position, BT (Bridge-Top)
above a hcp hollow site.

ACS Catalysis Research Article

DOI: 10.1021/cs5012525
ACS Catal. 2015, 5, 1068−1077

1069

http://dx.doi.org/10.1021/cs5012525


was not effectively working, the pathways have been generated
by Opt’n Path with Baker coordinates.50 The refinement of
approximate TS geometry resulting from the CI-NEB method
has been achieved by minimizing all the residual forces with a
DIIS algorithm (quasi-Newton). Finally, the SP have been
identified as transition states (first-order SP) with a vibrational
analysis showing the existence of one normal mode associated
with a pure imaginary frequency (as described later).
The technique for the vibrational analysis is based on the

numerical calculation of the second derivatives of the potential
energy surface within the harmonic approach (see51 for details).
In the vibrational treatment, only the degrees of freedom of the
adsorbates have been included systematically (vibrational Γ
point). Two points per degree of freedom (±0.02 Å) have been
considered to evaluate each element of the Hessian matrix. The
diagonalization of the force constant matrix provides the
harmonic frequencies and the associated normal modes.
2.2. Reaction Mechanism. The reaction mechanism

modeled in our study is composed of 14 elementary steps,
detailed in the following:

+ * →H 2( ) 2H2(gas) (ads) (A1)

+ * →O 2( ) 2O2(gas) (ads) (A2d)

+ * →O ( ) O2(gas) 2(ads) (A2m)

+ * →O ( ) 2O2(ads) (ads) (S1)

+ → + *O H OH ( )(ads) (ads) (ads) (S2)

+ → + *OH H H O ( )(ads) (ads) 2 (ads) (S3)

→ +2OH H O O(ads) 2 (ads) (ads) (S4)

→ + *2OH H O ( )(ads) 2 2(ads) (S5)

+ → + *O H OOH ( )2(ads) (ads) (ads) (S6)

+ * → +OOH ( ) OH O(ads) (ads) (ads) (S7)

+ →OOH H 2OH(ads) (ads) (ads) (S8)

+ → + *OOH H H O ( )(ads) (ads) 2 2(ads) (S9)

→ + *H O H O ( )2 (ads) 2 (gas) (D1)

→ + *H O H O ( )2 2(ads) 2 2(gas) (D2)

2.3. Gibbs Free Energy Calculations. In order to
compare the adsorption properties of ORR intermediates,
they have to be evaluated with a common reference. Because
those intermediates have a different total number of oxygen and
hydrogen atoms, we have chosen to define the global reference
as follows:

+ + * → + +∞ ∞y zO H ( ) (O H ) O Ha b2,gas 2,gas ads ads ads (1)

where (OaHb)ads corresponds to the various ORR adsorbed
species, Oads

∞ and Hads
∞ to the required number of adsorbed

atomic oxygen and hydrogen at an infinite position:

+ =a y 2 (2)

+ =b z 2 (3)

The common reference being defined, the effect of OH surface
coverage is introduced in our model as follows:

+ + * → + xO H ( ) (O H OH)n n1 2,gas 2 2,gas coads1 2 (4)

where (On1Hn2 + xOH)coads defines the coadsorption states
between ORR intermediates and additional OH surface species,
by varying the number x of OH from 0 to 6 in the supercell:

= + = + + = +n x a y x x2 ( ) 21 1 (5)

= + = + + = +n x b z x x2 ( ) 22 2 (6)

The Gibbs free energy of reactive coadsorption ΔGrcoads per
unit cell area is defined from the following equation for
initial (IS), transition state (TS) and final state (FS) of each
elementary step. In this thermodynamic model, the gas phase
plays the role of a reservoir in equilibrium with the adsorbed
layer on the platinum surface, hence imposing its pressure and
temperature. Within those assumptions, ΔGrcoads reads:

μ μΔ = − − −*G G G( )/rcoads coads O H( ) 1 2gas gas2, 2, (7)
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+

+
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where the exponents 1 and 2 are affine functions of x, as
demonstrated in eq 5 and 6. Thus, they contain in part the
dependence of ΔGrcoads on x. Gcoads and G(*) are the Gibbs free
energies of the coadsorbed system and the clean metallic
surface. μO2,gas

and μH2,gas
are the chemical potentials of the gas

phase reference molecules. Fconf,coads is the configurational
Helmoltz energy of the coadsorbed phase, calculated as follows:

= −
!

− ! !

⎛
⎝⎜

⎞
⎠⎟F k T

N
N N N

ln
( )conf,coads B

site

site coads coads (9)

in which Nsite and Ncoads are the number of free surface sites and
the number of coadsorbed species, respectively. Ncoads is also an
affine function of x.
In eq 8, ΔErcoads is the reactive coadsorption energy obtained

by the difference between the total electronic energy of the
coadsorbed system and those of the clean platinum surface and
gas phase references. Zcoads

0 is the total partition function of the
coadsorbed system (essentially the vibrational partition
function). Ztrs,O2,gas

0 and Ztrs,H2,gas

0 are the 3D translational partition
functions for the gas phase references. In this formulation, Z0

means that they depend only on temperature. Zrot,O2,gas
and

Zrot,H2,gas
are the rotational partition functions of the gas phase

molecules (see, for instance, ref 52 for more details). The
vibrational entropy variation is neglected here in a first
approximation. Ptot and R are the total pressure (PO2

+ PH2
)

and the ratio between oxygen and hydrogen partial pressure
(PO2

/PH2
), respectively.

3. DENSITY-FUNCTIONAL THEORY CALCULATIONS
3.1. Low Coverage Analysis. In this section, we present

the DFT results related to the elementary steps composing the
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reaction mechanism of water and hydrogen peroxide
formations on Pt(111), at a low coverage (1/12 ML). In
Table 1, the calculated forward and backward activation barriers
and corresponding reaction energy have been exposed for each
elementary act. The top and lateral views of initial, transition,
and final optimized states have been reported in Figure 2 and 3
for each elementary act (the definition of the adsorption sites
being presented in Figure 1). A first general remark concerns
the elementary steps of the reaction mechanism. Among the list
of the nine surface transformations (Si), two of them are not
elementary acts: S5 hydrogen peroxide dismutation and S8
hydroperoxyl comproportionation. In the case of S5, several
configurations of the initial state have been optimized.
However, none of them could have been considered to build
an effective reaction pathway. The simple reason is the
stabilizing hydrogen bond that can be formed between two
neighboring coadsorbed hydroxyl species, hence giving a
chemical sequence (H−O−H-O) opposite to the one expected
to form hydrogen peroxide (H−O−O-H). In the case of S8,
the simultaneous association of atomic hydrogen and hydro-
peroxyl (S2-type) with hydroperoxyl dismutation (S7-type)
implies that both events are sufficiently activated and their
thermicities have to be moderate (close to athermicity).
However, we will see later in the analysis that S7 is not
activated and largely exothermic, hence S8 could not be an
elementary step, in disagreement with Qi et al.,34 who evaluated
an activation barrier for S8 of 30 kJ mol−1 from a coadsorption
state between two neighboring OH species (not a transition
state). The second remark is related to the large change of
thermicity of the remaining seven possible elementary acts. As
shown in Table 1, the reaction energies of those steps are all
exothermic. Nonetheless, two of them (oxygen dissociation S1
and hydroperoxyl dismutation S7) are strongly exothermic.
This difference is essentially due to the balance of the number
of formed platinum-atomic oxygen bonds which are intrinsically
strong (+3 bonds for S1 and +2 bonds for S7). Another general
remark concerns the order of magnitude of the forward and
backward activation barriers of all the elementary steps.
According to our low coverage model, most of the forward
activation energies are weak or moderate (in the range 0−38 kJ
mol−1). There is one exception (S2 OH formation) for which
the forward barrier is twice larger (88 kJ mol−1). In contrast, for
backward barriers, half of them are large (80−158 kJ mol−1),
the rest of the list being moderate (24−46 kJ mol−1). Regarding
the optimal geometries of the transition states, most of the low
coverage structures proposed in Figure 2 and 3 are consistent
with previous DFT studies at medium or high cover-
age.28,29,33,34,36,53 There is again one exception related to
hydrogen peroxide formation that will be discussed here below.

According to the reaction profile exposed in Figure 4, the
dissociative adsorption of hydrogen (2) and the molecular
adsorption of oxygen (3) are both exothermic on Pt(111) with
respective DFT values of −98 and −73 kJ mol−1 at a low
coverage of 1/12 ML. Starting from adsorbed oxygen, two
elementary steps can occur simultaneously: direct oxygen
dissociation S1 and hydroperoxyl formation S6. In fact, they
exhibit similar activation barriers (30 and 38 kJ mol−1,
respectively), although the imaginary frequencies are different
(66 and 779 cm−1, respectively). This contrasts with previous
works at medium and high coverage where the barrier for
oxygen dissociation (60−74 kJ mol−1)13,33,36,53 is larger than
that of hydroperoxyl formation (28−41 kJ mol−1).34,36

However, our finding is in good agreement with Qi et al.’s
previous work at low coverage for oxygen dissociation34 (26−
36 kJ mol−1) and agrees with Hyman et al.54 (19 kJ mol−1).
Another interesting difference with Qi et al.’s calculations is the
intrinsic nature of the reaction pathway and transition states.
According to their model in a (2√3 × 4) supercell (1/16 ML),
molecular oxygen dissociates either over a TT position or over
a TB site, as far as one can see from their reported results. In
our study, we could not find a pathway allowing the
dissociation over a TT form, after several attempts. In fact,
we have registered along the NEBs a systematic prior diffusion
from TT to TB structures before dissociation. Regarding
oxygen dissociation, a final remark concerns the comparison
with the experimental literature. Our barrier nicely agrees with
STM measurements of single molecular oxygen at low coverage
showing a dissociation barrier of 34−37 kJ mol−155 and also
with molecular beam and electron energy loss spectroscopy
techniques (28 kJ mol−1).56 Regarding hydroperoxyl formation
(5′), only comparison with previous theoretical results can be
done. Our activation barrier of 38 kJ mol−1 and transition state
structure (cf. Figure 3) at a low coverage of 1/12 ML are
consistent with other DFT studies at a larger coverage of 1/4
ML (28−41 kJ mol−1).34,36 Hence, the change of the reactant
coverage has a different effect on the activation energies. The
barrier of the direct oxygen dissociation is sensitive to the
surface coverage of adsorbed molecular oxygen, whereas that of
hydroperoxyl formation is not depending on OOH coverage.
The next step in the reaction profile is the formation of the

hydroxyl intermediate (7). The first two possible routes are
either from O + H association (S2, with a barrier of 88 kJ mol−1

and an imaginary frequency of 819 cm−1), or OOH dismutation
(S7, with no activation barrier and an imaginary frequency of
286 cm−1). S2 exhibits the largest forward activation barrier
according to Table 1. This result agrees with previous works at
high coverage in terms of barrier and transition state
structure.29,33,34,36 S7 is not activated at a low coverage of 1/

Table 1. Forward (fwd) and Backward (bwd) Activation Energies Eact and Reaction Energies ΔEreac (Total Electronic Energies
in kJ mol−1) of the Elementary Steps of Water and Hydrogen Peroxide Formations on Pt(111), against Hydroxyl Coverage
(θOH, ML)

elementary act Eact
fwd (kJ mol−1) Eact

bwd (kJ mol−1) ΔEreac (kJ mol−1)

θOH (ML) 0 1/6 1/3 1/2 0 1/6 1/3 1/2 0 1/6 1/3 1/2

(S1) O2(ads) → 2O(ads) 30 31 44 51 149 137 150 150 −119 −106 −106 −99
(S6) O2(ads) + H(ads) → OOH(ads) 38 35 40 35 42 56 53 56 −3 −21 −13 −21
(S2) O(ads) + H(ads) → OH(ads) 88 90 84 80 94 100 108 115 −6 −10 −24 −34
(S3) OH(ads) + H(ads) → H2O(ads) 19 16 15 23 80 85 94 157 −61 −69 −78 −133
(S9) OOH(ads) + H(ads) → H2O2(ads) 24 33 23 − 46 52 57 − −23 −18 −34 −
(S7) OOH(ads) → OH(ads) + O(ads) 0 5 4 − 158 156 199 − −159 −152 −195 −
(S4) 2OH(ads) → H2O(ads) + O(ads) 1 5 5 − 24 25 26 − −24 −20 −21 −
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12 ML, whereas a small barrier of 15 kJ mol−1 has been
proposed at high coverage.36 In our reaction mechanism, this
means that hydroxyl formation would be exclusively achieved
by OOH dissociation. However, in electrochemical conditions,
the presence of water in the electrolyte and at the metal

interface suggests a possible adsorption of this molecule. In the
case of coadsorption of water with adsorbed atomic oxygen
resulting from O2 dissociation, the backward elementary step of
OH disproportionation S4 (corresponding to water compro-
portionation) is possible. Indeed, the corresponding barrier is
24 kJ mol−1 according to Table 1. Hence, in this perspective,
there might be a competition to form hydroxyl intermediate
between OOH dismutation and water comproportionation.
Our low coverage result supports the previous DFT studies at
medium and high coverage29−31,33,36

Once hydroxyl and hydroperoxyl intermediates have been
yielded on the catalyst surface, the elementary steps leading to

Figure 2. Top views of each elementary step ranging from a to g (x): a
O2 dissociation, b OH formation, c H2O formation, d OOH formation,
e OOH dismutation, f H2O2 formation, g OH disproportionation. For
each elementary act, the optimal structures of initial state (x1),
transition state (x2) and final state (x3) are depicted. The definition of
atom colors is also indicated.

Figure 3. Lateral views of each elementary step ranging from a to g
(x): a O2 dissociation, b OH formation, c H2O formation, d OOH
formation, e OOH dismutation, f H2O2 formation, g OH
disproportionation. For each elementary act, the optimal structures
of initial state (x1), transition state (x2), and final state (x3) are
depicted. The definition of atom colors is also indicated.
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the formation of two products in competition (water and
hydrogen peroxide) can be examined. At low coverage and in
the absence of electrolyte, the formation of water can result
from the OH + H association S3 or from the OH
disproportionation S4 with respective activation barriers of 19
and 1 kJ mol−1, and imaginary frequencies of 404 and 578
cm−1. Our results are compatible with other works at a larger
coverage with barriers of 13−21 kJ mol−130,36 and 0−13 kJ
mol−129,33,34,36 for S3 and S4, respectively. Therefore, from the
comparison with the literature, the barrier of water formation
does not seem to depend on the surface coverage of the
hydroxyl reactant. Subsequently, this analysis will be developed
in greater detail. With respect to the formation of hydrogen
peroxide, one elementary step is possible S9 according to the
selected mechanism with a low coverage barrier of 24 kJ mol−1

and an imaginary frequency of 632 cm−1, in agreement with the
value of 20 kJ mol−1 obtained at a larger coverage.36

In summary, at a low coverage of 1/12 ML, the direct
dissociation of molecular oxygen (30 kJ mol−1) yielding atomic
oxygen on the surface is slightly preferential with respect to
OOH form (38 kJ mol−1). However, the formation of OH from
the association of atomic oxygen and hydrogen (rate-
determining step of the mechanism) is not favorable (88 kJ
mol−1). In this condition, it means that the catalyst surface will
be rapidly covered by atomic oxygen and the catalytic activity
would be rather low. The second possible route leading to OH
is OOH formation (38 kJ mol−1) and its subsequent
dismutation (no barrier). The nonactivated OOH dissociation
thus closes the way leading to hydrogen peroxide so the catalyst
selectivity will be clearly in favor of water. This is in agreement

with RRDE (Rotating Ring Disk Electrode) experiments
showing a low formation of H2O2 on pure platinum catalyst
(max of 4% at low potential).57

3.2. Influence of Hydroxyl Coverage. As rarely
mentioned by a few authors,34 the effect of surface coverage
on the reactivity is expected to play a key role, although it is
often not discussed in most of previous theoretical studies
where a small unit cell (corresponding to a high coverage) has
been considered.30,33,36 In the following section, the influence
of hydroxyl surface coverage on the activation barriers of the
elementary steps of the reaction mechanism is exposed in
detail. There are several ways to model the coverage effect with
periodic boundary conditions. In this work, we propose to
describe the surface catalyst by a large supercell and to change
the surface coverage by varying the number of coadsorbed
hydroxyl species at the vicinity of the active site. According to
previous experimental and theoretical works,4,21 the total
surface coverage of oxygenated species on a working model
electrode is 40% at 0.9 V corresponding to a mixture of
adsorbed hydroxyl (most stable intermediate), water, and
atomic oxygen. On the basis of DFT calculations coupled with
Monte Carlo simulations, the partial coverage of those species
would be 0.3, 0.2, and 0.05 ML, respectively21 For all those
reasons, only the change of coverage of the most abundant
surface intermediate (hydroxyl) has been considered in the
following.
As depicted in Figure 5 for some of the elementary acts, three

idealistic intermediate total coverage between 1/12 and 7/12

ML have been modeled by coadsorbing 2OH (partial coverage
of 1/6 ML), 4OH (1/3 ML) and 6OH species (1/2 ML) in the
(2√3 × 2√3)-R30° supercell (cf. Table 1 and the Supporting
Information for the illustrations of all the elementary steps and
coverage, Figures S1 to S6). Several coadsorption states have
been considered by positioning those OH species on Pt(111)

Figure 4. Total electronic energy profile (kJ mol−1) for water and
hydrogen peroxide formations on Pt(111) at a low coverage of 1/12
ML. The initial state (1) is a gas phase mixture of H2 + O2 above a
clean Pt(111) surface. The two final states are gas water (14) or gas
hydrogen peroxide (8′) and a clean Pt(111) surface. The subscripts
(a) means adsorbed or coadsorbed state, whereas (∞) means the sum
of binding energies of noninteracting adsorbates. The transition states
of the elementary steps are denoted (Si)#.

Figure 5. Top views of optimal transition state structures ranging from
A to C (X), against hydroxyl coverage: A O2 dissociation, B OOH
formation, C OH formation. For each elementary step, the optimal
geometries have been drawn for coadsorption with 2 OH species (X1),
4 OH species (X2), and 6 OH species (X3). The definition of atom
colors is the same as Figure 2.
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as far as possible from the reactants or the active site (spectator
species) and by maximizing the stability of the complete
coadsorbed layer (maximum number of hydrogen bonds
between those OH species). More details about the considered
arrangements and adsorption sites for hydroxyl species and
optimal coadsorption structures between the reactants and
those OH intermediates are available in the Supporting
Information. In each case, the most stable configuration has
been kept for the search of the reaction pathways. This being
said, in a few cases, the interaction between the OH “spectator”
species and the adsorbed reactants is stabilizing, especially for
the case of 2OH in the supercell, as shown in A1, B1 and C1,
where several hydrogen bonds appear between them.
Regarding direct oxygen dissociation S1, an increase of the

activation barrier from 30 to 51 kJ mol−1 (see Table 1) is
obtained in agreement with the Hammond principle (pro-
gressive decrease of the exothermicity of the elementary act
from −119 to −99 kJ mol−1). This trend is expected due to the
well-known coverage sensitivity of the final state O + O, which
requires more space on the surface than the initial state O2. So
this barrier is sensitive to OH surface coverage. Nonetheless, it
increases in a lesser extent than the trend previously discussed
for the surface coverage of the reactant itself O2 (from 30 to
60−74 kJ mol−1). Concerning OOH formation S6, the picture
is different. Neither the barrier nor the reaction energy of the
elementary step changes with OH coverage. This has a
consequence on the competition between direct oxygen

dissociation and OOH formation. The barrier order is reversed
between θOH = 1/6 and 1/3 ML. The OH formation S2
remains the rate-determining step of the mechanism with a
large barrier that slightly tends to diminish when OH surface
coverage increases. This is compatible with the Hammond
principle because this elementary act becomes more
exothermic. For the other forward barriers, the global picture
is weakly modified by this change of coverage. This is also true
for the majority of the backward barriers. There are two
exceptions at θOH = 1/3 and 1/2 ML (S3 and S7, respectively)
for which the endothermicity and the activation barrier are even
larger than the values at lower coverage. As a summary, most of
the elementary acts are not really sensitive to the variation of
hydroxyl surface coverage, except for direct oxygen dissociation
and hydroxyl formation to a lesser extent.

4. GIBBS FREE ENERGY ANALYSIS
Coming back to our initial objective, the effects of temperature
and reactant pressure are now combined with those of hydroxyl
surface coverage. On the basis of Gibbs free energy diagrams,
exposed in Figure 6, the stability of the surface intermediates
involved in the water and the hydrogen peroxide formation on
Pt(111) are calculated against temperature for standard
conditions of reactant pressure, for four different hydroxyl
surface partial coverage: 0, 1/6, 1/3, and 1/2 ML. The zero
partial coverage corresponds to the low coverage situation
commented before, whereas the three other partial coverage are

Figure 6. Reactive coadsorption Gibbs free energy diagrams ΔGrcoads (meV Å−2) for the most stable coadsorbed states on Pt(111) against
temperature (K) and hydroxyl surface coverage (θOH) ranging from 0 to 1/2 ML. The total pressure is 1 atm and the pressure ratio between O2 and
H2 being 0.1.
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related to the 2OH, 4OH, and 6OH models exposed in the
previous section.
As shown in Figure 6, 7, and in Table 2 for the key

elementary steps, the successive coadsorption of ORR
intermediates with OH species result in a systematic increase
of the Gibbs free energy ΔGrcoads from one coverage to another
one. For each OH coverage, the curves of the Gibbs free energy
exhibit a different slope, as explained in the Methodology
section (the exponents depending explicitly on x, the number
of coadsorbed OH species). However, in the considered range
of temperature for fuel cell applications (around 350 K), the
crossings between the curves cannot be observed (see Figure
7). If we focus the analysis on the stability of the initial states of

direct oxygen dissociation (O2(ads)) and hydroperoxyl formation
(O2(ads) + H), an inversion in the relative stability is found
starting from θOH = 1/6 ML (cf. Table 2). This means that
coadsorption between molecular oxygen and atomic hydrogen
is destabilizing at those large coverage, in contrast with the low
coverage situation. Therefore, for OOH formation, the effective
activation barrier has to be calculated by summing both
contributions of the crude activation energy and the diffusion
barrier related to coadsorption between reactants. This explains
how effective Gibbs free activation energy has been evaluated in

Table 2. This will be discussed in a subsequent section.
Regarding the Gibbs free reaction energy, the effects of
temperature and pressure do not change the analysis exposed at
zero temperature. In fact, the loss and the gain of exothermicity
for direct oxygen dissociation (cf. Figure 7) and hydroxyl
formation are associated with a progressive increase and
decrease of Gibbs free activation energies, respectively.
The conclusion given at zero temperature is still valid at 353

K and standard pressure for competition between direct oxygen
dissociation and OOH formation. As the OH coverage
increases, the competition is progressively reversed in favor of
OOH formation starting from θOH = 1/3 ML, as illustrated in
Figure 8. If we refer to the calculated OH coverage proposed by

other authors on the basis of Monte Carlo simulations at 0.9 V
(below 0.3 ML),21 this would correspond in our models to
coadsorption states with 4OH species (θOH = 1/3 ML). In this
condition, the hydroperoxyl route is slightly preferential over
the direct dissociation route. So the formation of hydroxyl and
water would essentially result from OOH dismutation (low
barriers). The consumption of atomic oxygen yielded by this
latter dissociation would then be ensured by water
comproportionation, which exhibits a low Gibbs free activation
energy regardless of the OH coverage from 0 to 1/3 ML.

Table 2. Gibbs Free Reactive Coadsorption ΔGrcoads
IS (for the Initial States), Reaction ΔGreac and Effective Activation Energies

ΔGact
eff (kJ mol−1) of Four Key Elementary Steps of Water and Hydrogen Peroxide Formations on Pt(111), against Hydroxyl

Coverage (θOH, ML)a

elementary act ΔGrcoads
IS (kJ mol−1) ΔGreac (kJ mol−1) ΔGact

eff (kJ mol−1)

θOH (ML) 0 1/6 1/3 1/2 0 1/6 1/3 1/2 0 1/6 1/3 1/2

O2(ads) + 2H∞ → 2O(ads) + 2H∞ −75 −318 −630 −874 −159 −109 −107 −98 30 31 44 51
O2(ads) + H(ads) + H∞ → OOH(ads) + H∞ −81 −313 −629 −863 6 −19 −13 −22 38 40 41 44
O(ads) + H(ads) + (H+O)∞ → OH(ads) + (H+O)∞ −240 −469 −777 −1013 −1 −8 −23 −36 88 90 84 80
H2O(ads) + O(ads) → 2OH(ads) −305 −539 −845 − 20 20 21 − 24 25 26 −

aThese energetics have been evaluated at 353 K, a total pressure of 1 atm, and a pressure ratio between O2 and H2 of 0.1.

Figure 7. Reactive coadsorption Gibbs free energy diagrams ΔGrcoads
(meV Å−2) for the two key elementary steps in competition (direct
oxygen dissociation and hydroperoxyl formation on Pt(111)) against
temperature (K) and hydroxyl surface coverage (θOH) ranging from 0
to 1/2 ML. The total pressure is 1 atm, and the pressure ratio between
O2 and H2 is 0.1.

Figure 8. Effective Gibbs free activation energy diagrams ΔGact
eff (kJ

mol−1) for the key elementary steps against hydroxyl surface coverage
(θOH) ranging from 0 to 1/2 ML: direct oxygen dissociation,
hydroperoxyl formation, OH formation and disproportionation on
Pt(111). These energies have been evaluated at 353 K. For the
competition between oxygen dissociation and hydroperoxyl formation,
the reversing point appears around 0.3 ML. The blue area indicates
that oxygen dissociation is favored at low hydroxyl coverage (from 0 to
0.3 ML), whereas the red area shows that hydroperoxyl formation is
preferred at larger OH coverage (from 0.3 to 0.5 ML).
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In conclusion, the change of hydroxyl surface coverage has a
significant impact on the reaction mechanism leading to water
formation. According to our Gibbs free energy analysis, at a low
OH coverage, platinum presents a low catalytic activity because
the direct oxygen dissociation prevails over hydroperoxyl route
in temperature and pressure operating conditions. In our gas/
metal model, the catalyst surface would be rapidly poisoned by
atomic oxygen (large barrier to produce OH from O). At a
relevant OH coverage for fuel cell applications (1/3 ML), the
picture is different. In this case, the reaction mechanism follows
mainly the OOH route which yields almost exclusively OH + O
through OOH dissociation (no barrier). So the formation of
water would be achieved by the OH + H elementary step. In
presence of aqueous electrolyte, a concomitant H2O+O
comproportionation step would transform atomic oxygen in
OH. Hence, at the beginning of the reaction, water may initiate
the whole catalytic mechanism by producing OH. Then, as OH
surface coverage increases, the OOH route becomes prefer-
ential, hence increasing the rate leading to OH. In this
perspective, hydroxyl species would be responsible for an
autocatalytic process. This being said, in electrocatalytic
conditions, the reaction mechanism is expected to be different,
in particular with the presence of protons. This would open the
way to new elementary acts that could not be examined within
this model. Finally, such a competition between OOH and O2
routes has been mentioned in the literature previously by using
a DFT-based microkinetic modeling in the mean-field
approximation.58 In this work, for a constant surface coverage,
the authors have shown a close competition between those two
mechanisms by varying the electrode potential around 0.8 V
(close to fuel cell conditions).

5. CONCLUSION

Density functional theory calculations and Gibbs free energy
diagrams have been reported to explore the formation of water
and hydrogen peroxide on the Pt(111) surface. A systematic
and detailed analysis of the partial hydroxyl surface coverage
has been proposed for the first time. The reaction mechanism
has been discussed by examining three effects coming from the
environment: hydroxyl coverage, temperature, and reactant
pressure. According to our gas/metal model, the low OH
coverage situation would favor the direct oxygen dissociation,
hence limiting the catalyst activity by a high surface content of
atomic oxygen. In contrast, in relevant conditions of OH
coverage (around 1/3 ML), the mechanism is reversed in favor
of the OOH route and subsequent dismutation leading to the
formation of water. Hence, one possible role of water coming
from the solvent may be to initiate the formation of hydroxyl
species by comproportionation with atomic oxygen, whereas
the role of hydroxyl and hydroperoxyl surface species may be to
feed an autocatalytic process. This work opens perspectives to
new elementary mechanisms in the presence of water and of an
external electric field, on pure and alloyed metallic electrodes.
Additionally, these findings are of paramount importance
toward the development of multiscale models devoted to the
prediction of the macroscopic fuel cell electrode performance,
according to recent developments in this field.1,59,60
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